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Abstract of the contribution: This paper proposes an update to KI#1 conclusion.
1. Background 
The rationale for the update stems from the fact that NWDAF provides statistics and predictions. Statistics derivation does not require the involvement of any training logical function while predictions do. In addition, inference may not be required either when deriving descriptive statistics solely of the observed data that do not assume a larger population. Training and inference are required when a ML model is involved. Hence, it is proposed to decompose NWDAF into three logical functions, namely Training, Inference, and Analytics while specifying they do not always need to be utilized; it is also specified Training is never required for statistics while Inference and Analytics are always co-located.  
2. Text Proposal

It is proposed to adopt the following text within the TR.  
*** Start of the first change ***
8.1
Key Issue #1: Logical decomposition of NWDAF and possible interactions between logical functions


An NWDAF is decomposed into Model Training, Inference, and Analytics logical functions. Inference and Analytics logical functions are always co-located.
-
A Rel-17 NWDAF containing the Model Training logical function trains ML models and exposes new training services (e.g. providing trained model to the NWDAF);

-
A Rel-16 and onward NWDAF containing the Inference and Analytics logical functions performs inference, derives analytics and exposes analytics service (i.e. the Nnwdaf_AnalyticsSubscription or Nnwdaf_AnalyticsInfo as defined in clause 7, TS 23.288 [5]). No new services are required.
NOTE 1:
The three logical functions are not always required to provide output analytics. In particular, delivery of statistics does not require operation of the Training logical function.
NOTE 2:
Model Training and Inference/Analytics logical functions can be deployed as standalone NWDAFs.

NOTE 3:
It can also be possible to identify other standalone NF(s) based on other KI results, e.g. Data Collection function. These conclusions do not address possible NWDAF decomposition for data collection as this is part of KI#11.

NOTE 4:
Messaging framework can be used between the decomposed functions from KI#11.

NOTE 5:
The definition of services and their associated parameters provided by the Training functionality needs to be aligned with the conclusion of Key Issue #19: Trained data model sharing between multiple NWDAF instances.

Pre-trained ML model storage and provisioning to NWDAF is out of the scope of 3GPP.

Model Training logical function may register the supported ML model information to NRF.

NOTE 6:
The details of ML model registration in NRF may also impact how the sharing of trained data model between multiple NWDAF instances is performed so it needs to be aligned with the conclusion of Key Issue #19.
*** End of changes ***
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